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It can be affirmed that the EU, through the proposal of the Artificial Intellige

Regulation by the European Commission, adopts an approach to artificial intelligence

cautiously“positive.

thatiould be described as
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RISKS

* High risk
* Unacceptable risks

Regulation: Title Il

* 7 Requirements to
reduce risks

* 4TH REQUIREMENT:

NE 73

GUARANTEE OF
HUMANE SUPERVISION "r"
(ART. 14) g



ANALYSIS
OF SAFETY-
RELATED
ACTIVITIES.




SECURITY

* Biometric
identification

e Law enforcement

* Migration, asylum and
border control
management

e Critical infrastructure
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THE
APPLICATION
OF AI'TO
WEAPONS
AND THE

HUMAN
FACTOR. SOME

KEYS TO THE
DEBATE.




Human oversightin the appl" ation of AT'sys ems in

weaponry
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New CONTEXT: Political Warfare = Hybrid Warfare = Grey Zone




THREE CHANGES IN
MILITARY TECHNOLOGY

*(1) Space /
Cyberspace

*(2) Al + Automated
Weapons

*(3) Speed =
Supersonic /
Hypersonic




Autonomous weapon systems
Human factor

Possibility of prohibition

Acceptance of reality

Lethal decision: significance of the Al decision on weapons
(-) Human feelings it lacks: empathy.

(+) Human feelings that it would avoid.

(?) Moral superiority of the human combatant over the robot
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Three Al application plans for weapons
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* Three
dimensions of
the autonomy

of war



IN THE LOOP
Prof. TRUMBULL | |

ON THE LOOP
/ | |

iy, OF THE LOOP

Grados de I :
autonomia @ FULLY AUTONOMOUS




NEED FOR
HUMAN
CONTROL

OR
RESPONSIBILITY
OVER THE USE
OF FORCE
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CONCLUSIONS



HUMAN ERROR VS. TECHNOLOGICAL ERRORS: DIFFERENT TOLERANCE
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THE POSSIBILITY OF HACKS



A SYSTEM THAT PRE-CONSTITUTES EVIDENCE TO REVIEW USE OF FORCE PROCEEDINGS
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JPersonas electronicas?

ADELA CORTINA

Es asombroso contemplar la desatencion a millones de ciudaz—=-
hambre v, al tiempo, ¢l empefio con que se pretende lHegar a ursss:

rsonas electronicas?

......

singular)

TL PRACIO O LA Zoi \P('k smo

SOu 1 TESALAG LATR A TREY 9

ioas cumonio pero tam
entendet

de silicio
\,__.c exigir ¢l
\—-nl( RCT €N

0 hacerlo

PR Lo solo

B convierta

S cma inte-

Hay que prevenir ¢l futuro
escenario, y no por inspirar
temor, sino por un clemental
sentido de la responsabilidad
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WE WILL
CONTONUE
TALKING
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